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Purpose

To quantify how many false statistically significant findings would have occurred 
in real-life cumulative meta-analyses if these meta-analyses had been performed 
sequentially over time. 
To assess the ability of Trial Sequential Analysis (TSA) to identify false 
statistically significant findings in real-life cumulative meta-analyses that are 
performed sequentially over time.

Hypothesis

Conventional meta-analytic techniques cause false statistically significant 
findings when cumulative meta-analysis is performed sequentially over time. TSA 
can identify these false statistically significant findings.

Background

Conclusions of systematic reviews with cumulative meta-analyses, as with all 
medical research, always include a risk of error. Systematic error, or bias, can be 
limited by good design.  Random error, or the result of the ‘play of chance’, 
cannot be totally avoided.  Rather, the risk of random error must be 
acknowledged, calculated, and controlled. Usually, we consider it reasonable to 
accept a 5% risk of making a false positive error (type 1 error) and a 20% risk of 
making a false negative error (type 2 error). That is, when we decide that the risk 
of error for a given conclusion is less than these thresholds, then we accept that 
conclusion as robust.



When a meta-analysis is updated over time, as new trials are completed, the risk 

of random error is increased1. This increased error is analogous to the increased 
risk of error present when interim analyses are done in a single trial. In a single 
trial, it has long been accepted that adjustments are required for the multiplicity 
caused by repetitive testing2. Early stopping can be problematic and monitoring 
boundaries, incorporating the sample size calculation, are commonly used to 
control the risk of random error at the desired levels of 5% and 20%3-5. 

In meta-analyses, techniques for controlling type 1 and 2 errors at their desired 
level in the context of repeated updates have been used but there is no 
consensus within The Cochrane Collaboration, or between meta-analysts in 
general, of the necessity to use them6,7. Likewise, it is presently not explicitly 
recommended for a meta-analysis to include a consideration of whether the 
number of patients included represents an adequate sample size7. 

The assessment of a ‘sample size’ in meta-analysis is more complicated than it is 
in a single trial, and heterogeneity between trials needs to be incorporated8 .  The 
required information size (RIS) describes the number of patients needed in a 
meta-analysis to make a conclusion, based on a pre-specified control event 
proportion, intervention effect and risks of type 1 and type 2 errors, and also 
incorporating a measurement of heterogeneity in its calculation. The RIS may be 
a reasonable measure of the required ‘sample size’ for a meta-analysis9.
 
TSA is a methodology which combines conventional meta-analysis techniques 
with thresholds for declaring significance in the context of sequential meta-
analysis performed before the RIS has been reached9-13. The thresholds are 
based on methods already widely used for interim analysis in single trials, using 
an O’Brien Fleming alpha-spending function which varies the threshold for 
statistical significance, such that it is more conservative when the data is sparse 
and becomes progressively more lenient as the accrued information gets closer 
to the RIS4. 

There is empirical evidence that TSA can prevent the increased risk of false 
positives in repeated updates of meta-analyses11. This study aims to further 
investigate the false statistical significance rate caused by traditional cumulative 
sequential analysis of meta-analyses using a fixed threshold to declare statistical 
significance and then to test the ability of TSA to identify false statistical 
significance.

Methods 

Selection of systematic reviews for inclusion

We will select meta-analyses from The Cochrane Database of Systematic 
Reviews that we consider to have demonstrated, beyond a reasonable level of 
doubt, that the given intervention does not cause a clinically relevant effect. 
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Starting with the most recently published systematic reviews on the database, we 
will select meta-analyses that fulfill the following criteria:

1. The data is dichotomous
2. The result of the meta-analysis is not statistically significant, having a 

conclusion of no relevant effect
3. A relevant RIS has been reached.

We will use the TSA software to calculate the RIS (http://www.ctu.dk/tsa/). We 
will consider that a meta-analysis has passed a relevant RIS if the number of 
patients accumulated passes a RIS using the following variables:

Boundary type – two-sided.
Type 1 error – 5%.
Power - 80%.
Incidence in the control arm – calculated as an un-weighted mean of the 
proportion with the outcome in the control groups of all the included trials.
Relative risk reduction – 10% RRR OR a RRR such that the Number Needed to 
Treat (NNT) is 100 (using the above definition of incidence in control arm).
Heterogeneity adjustment – model variance based (ie. allowing the TSA software 
to use a calculation of diversity8 of the included trials to adjust the RIS. 

In the case that a systematic review contains more than one meta-analysis 
fulfilling the above criteria, we will select the first one presented in the 'Data and 
Analysis' section.

We will aim to find 50 meta-analyses that surpass a RIS with a relative risk 
reduction of 10% and 50 meta-analyses that surpass a RIS with a relative risk 
that corresponds to a NNT of 100.

Retrospective cumulative meta-analyses

We will use the TSA software to conduct these analyses (http://www.ctu.dk/tsa/).

We will conduct retrospective sequential cumulative analyses on each included 
meta-analysis, repeating the analysis after the addition of each new trial in the 
order that they were published. Where more than one trial was published in the 
same year, we will add the trials according to the alphabetical order of the first 
authors.  

We will use relative risk as the effect measure. We will use the Der-Simonian-
Liard random-effects model to conduct the meta-analysis. In the case of zero 
events in one or both arms, we will make a constant adjustment of 0.001 in both 
arms. 
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First we will construct a linear boundary based on the conventional threshold of 
P=0.05 (two sided).

If a retrospective cumulative meta-analysis crosses the conventional boundary 
for significance, we will classify this is a ‘false statistically significant finding’. 
(Using the information we have now, such a meta-analysis would have 
represented a false statistically significant finding had a conventional meta-
analysis been done at that time.) 

For the cumulative meta-analyses that do have false statistically significant 
findings at any point, we will assess whether TSA would have identified this 
finding as false. That is, we will perform TSA to check whether the Z-value would 
have crossed the TSA threshold for significance. We will construct a two-sided 
TSA boundary, using an O’Brien Fleming alpha spending function. This testing 
will be two-sided, using a type 1 error of 5% and 80% power. For the relative risk 
reduction, the incidence in control arm, and the heterogeneity correction, we will 
use three different models:
 
Model 1. Using the criteria for inclusion.
 
We will use the variables that we used to select the meta-analysis as one with an 
intervention with no effect. (Described above.)

Model 2. Using the point estimate at the time of the false statistically significant 
finding.

Relative risk reduction - the point estimate calculated by the conventional meta-
analysis at the time of the false positive.

Incidence in the control arm - the unweighted mean of all included trials at the 
time of the false positive.

Heterogeneity correction - model based, allowing the TSA software to use a 
calculation of diversity8 of the included trials to adjust the RIS.

Model 3. Using the border of the 95% confidence interval closest to null at the 
time of the false statistically significant finding.

Relative risk reduction - the border of the 95% confidence interval closest to null 
calculated by the conventional meta-analysis at the time of the false positive. (ie. 
the smallest effect size contained within teh 95% confidence interval.)

Incidence in the control arm - the unweighted mean of all included trials at the 
time of the false positive. 
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Heterogeneity correction - model based, allowing the TSA software to use a 
calculation of diversity8 of the included trials to adjust the RIS.

Measurement of false statistically significant conclusion rate

We will measure the proportion of included meta-analyses that would have 
produced one or more false statistically significant conclusion using conventional 
meta-analysis. We will measure how many of these falsely significant results 
would have crossed the TSA threshold for significance if this analysis had have 
been performed at the same time. We will compare the proportion of meta-
analyses that would have produced false statistically significant conclusions 
when using conventional meta-analysis with the proportion of meta-analyses that 
would have produced false statistically significant conclusions using TSA. 
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